5 – Probability  (Ch. 3 and a little bit of Ch. 12 in Daniels text, Ch. 5 Gerstman)
What is this section of notes trying to do? 

[image: image10.emf]

Introduce us to basic ideas about probabilities:
· What they are and where do they come from?
· Simple probability models

· [image: image11.emf]

Properties of probabilities 
· Conditional probabilities and the concept of independence

· How to calculate probabilities from a contingency table

· Baye’s Rule 

I toss a fair coin (where ‘fair’ means ‘equally likely outcomes’)
· What are the possible outcomes?
· What is the probability it will turn up heads?


I choose a patient at random and observe whether they are successfully treated. What are the possible outcomes?

· What is the probability of successful treatment? __________
A probability is a number…..




WHERE DO PROBABILITIES COME FROM?  

Probabilities from models (e.g. games and genetics)


The probability of getting a four when a fair dice is rolled is ________.
Probabilities from data (or _________________ probabilities)

What is the probability that a randomly selected patient is successfully treated?

· In a random sample of n = 67 patients 40 are successfully treated.  

· The estimated probability that a randomly chosen patient will have a 
successful outcome is 


Subjective probabilities:
The probability that there will be another outbreak of ebola in Africa within the next year is 0.1.

The probability of rain in the next 24 hours is very high.
A doctor states that a patient’s probability of complete recovery is 70%.
CONDITIONAL PROBABILITY and INDEPENDENCE  



•
The sample space is reduced.



•
Key words that indicate conditional probability are: given, amongst, for those with, …
 
               Conditional Probability
	“The probability of event A occurring given that event B has already occurred” 

  is written in shorthand as

 



          Formal Definition:


                P(A|B) = 




           Independence  



Example:  Suppose I roll a single six-sided die


Define A = event that the die is even

                                    B = event that the die shows a number greater than 3






PROBABILITIES FROM DATA - SOME BASIC IDEAS
Example 1:  New Zealand Heart Disease  In 1996, 6631 New Zealanders died from coronary heart disease.  The numbers of deaths classified by age and gender are:

        Sex

	Age
	Male 
	Female
	Total

	< 45
	79
	13
	92

	45 - 64
	772
	216
	988

	65 - 74
	1081
	499
	1580

	>74
	1795
	2176
	3971

	Total
	3727
	2904
	6631


Let
A be the event of being 



B be the event of being 


C be the event of being

Find the probability that a randomly chosen member of this population at the time of death was:

(a) under 45
(b) male assuming that the person was younger than 45. 


(c) male and was over 64.



(d) over 64 given they were female.







2.  Hodgkin’s Disease   Below is a table containing the results of treatment for patients with different types of Hodgkin’s disease.  You looked at these data on your second assignment.
	
	Response to 

Treatment  

	
	None
	Partial
	Positive
	ROW 

TOTALS

	Type of

Hodgkin’s

Disease
	LD
	44
	10
	18
	72

	
	LP
	12
	18
	74
	104

	
	MC
	58
	54
	154
	266

	
	NS
	12
	16
	68
	96

	
	COLUMN

TOTALS
	126
	98
	314
	n = 538


For a patient selected at random from these 538 Hodgkin’s patients, find the probability that the patient:

(a) had a positive response

(b) had at least some response to treatment.


(c) had LP and had a positive response to treatment.



(d) had LP or NS for their histological type.


e)         Conditional Probabilities from Hodgkin’s Example
	
	Response to 

Treatment  

	
	None
	Partial
	Positive
	ROW 

TOTALS

	Type of

Hodgkin’s

Disease
	LD
	44
	10
	18
	72

	
	LP
	12
	18
	74
	104

	
	MC
	58
	54
	154
	266

	
	NS
	12
	16
	68
	96

	
	COLUMN

TOTALS
	126
	98
	314
	n = 538








3.   A study was conducted that looked at risk of 30-day mortality associated having a right heart catheterization (Swan-Ganz line).  The table shows the results of cross-tabulating whether a catheter was used and their 30-day survival/death status. 

	Catheter?
	Yes
	No
	Row Totals

	RHC
	830
	1354
	2184

	No RHC
	1088
	2463
	3551

	Column Totals
	1918
	3817
	5735


a) What is the probability that a heart patient in this study died?


b) What is the probability of death within 30 days for a patient given that they had a right heart
catheter put in during initial treatment?



c) What is the probability of death within 30 days for a patient given that they DID NOT have a right heart catheter put in during initial treatment?


d) How many times more likely to die within 30 days of initial treatment is a patient that had a right heart catheter put in versus one that did not?




This ratio is called the _______________________    or    __________________________ .



Building a contingency table from a story   
4.
A European study on the transmission of the HIV virus involved 470 heterosexual couples.  Originally only one of the partners in each couple was infected with the virus.  There were 293 couples that always used condoms.  From this group, 3 of the non-infected partners became infected with the virus.  Of the 177 couples who did not always use a condom, 20 of the non-infected partners became infected with the virus.


Let 
C  be the event that 





NC =



I  be the event that 





NI  = 

	
	

	

	
	


	

	
	

	



(a)
What proportion of the couples in this study always used condoms?


(b)
If a non-infected partner became infected, what is the probability that he/she was one of a 

couple that always used condoms?



(c) 
In what percentage of couples did the non-HIV partner become infected amongst those that 
did not use condoms?   





 RR associated with not wearing a condom =





RELATIVE RISK (RR) and ODDS RATIO (OR)
The Odds for an event A are defined as




The Odds Ratio associated with a “risk factor” are defined as







5.  Age at First Pregnancy and Cervical Cancer

A case-control study was conducted to determine whether there was increased risk of cervical cancer amongst women who had their first child before age 25.  A sample of 49 women with cervical cancer was taken of which 42 had their first child before the age of 25.  From a sample of 317 “similar” women without cervical cancer it was found that 203 of them had their first child before age 25.  Do these data suggest that having a child at or before age 25 increases risk of cervical cancer?

	
	                  Cervical Cancer: 

                  Case or Control 

	Age at First

Pregnancy
	
	Case
	Control
	Column Totals

	
	Age < 25
	
	
	

	
	Age > 25
	
	
	

	
	Row Totals
	
	
	n = 



a) Why can’t we meaningfully calculated P(cervical cancer|risk factor status)?

b) Find P(risk factor|disease status) for each group of women.



c) What are the odds for the risk factor amongst the cases?  Amongst the controls?




d)  What is odds ratio for having the risk factor associated with being a case?




e)  Even though it is not appropriate to do so, calculate the P(disease|risk factor status) and the odds for disease for both risk factor groups.  



f)  Finally calculate the odds ratio for having cervical cancer associated with having first pregnancy at or before age 25.  What do we find?  Why do you suppose the OR is much more commonly used than RR?






Properties of the OR:


1)   OR =     ________



Note:  This short-cut only works easily for 2 X 2 tables.  For larger tables it is best to apply the definition in terms of the appropriate conditional probabilities.

                              Disease Status
	Age at 1st Pregnancy
	
Case
	
Control
	
Row Totals

	Age < 25 
	a

42
	b

203
	
245

	Age > 25
	c

7
	d

114
	
121

	
Column Totals
	
49
	
       317
	
n = 366



2) When the disease is rare in the population being studied, e.g. P(disease) < .10, then there is little difference between the RR and OR, with the difference getting smaller the rarer the disease is.  Thus for many diseases
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, which makes it easier to discuss and interpret odds ratios.


3)  The most commonly cited advantage of the relative risk over the odds ratio is that the former is the more natural interpretation.  The relative risk comes closer to what most people think of when they compare the relative likelihood of events. 
Suppose there are two groups, one with a 25% chance of mortality and the other with a 50% chance of mortality. Most people would say that the latter group has it twice as bad. But the odds ratio is 3, which seems too big. The latter odds are even (1 to 1) and the former odds are 3 to 1 against death.

Even more extreme examples are possible. A change from 25% to 75% mortality represents a relative risk of 3, but an odds ratio of 9.  A change from 10% to 90% mortality represents a relative risk of 9 but an odds ratio of 81.
4)  Consider a recent study on physician recommendations for patients with chest pain (Schulman et al 1999). This study found that when doctors viewed videotape of hypothetical patients, race and sex influenced their recommendations. One of the findings was that doctors were more likely to recommend cardiac catheterization for men than for women. 326 out of 360 (90.6%) doctors viewing the videotape of male hypothetical patients recommended cardiac catheterization, while only 305 out of 360 (84.7%) of the doctors who viewed tapes of female hypothetical patients made this recommendation.
	  
	No Cath 
	Cath 
	Total

	Male patient 
	34 (9.4%) 
	326 (90.6%) 
	360

	Female patient 
	55 (15.3%) 
	305 (84.7%) 
	360

	Total 
	89 
	631 
	720


The odds ratio is either 0.57 or 1.74, depending on which group you place in the numerator. The authors reported the odds ratio in the original paper and concluded that physicians make different recommendations for male patients than for female patients.

A critique of this study (Schwarz et al 1999) noted among other things that the odds ratio overstated the effect, and that the relative risk was only 0.93 or 1.07 depending again on which is in the numerator. In this study, however, it is not entirely clear that 1.07 is the appropriate risk ratio. Since 1.07 is so much closer to 1 than 1.74, the critics claimed that the odds ratio overstated the tendency for physicians to make different recommendations for male and female patients.

Although the relative change from 90.6% to 84.7% is modest, consider the opposite perspective. The rates for recommending a less aggressive intervention than catheterization was 15.3% for doctors viewing the female patients and 9.4% for doctors viewing the male patients.
Baye’s Rule and Medical Screening Tests

Baye’s Rule is used in medicine and epidemiology to calculate the probability that an individual has a disease, given that they test positive on a screening test. 

Example: Down syndrome is a variable combination of congenital malformations caused by trisomy 21. It is the most commonly recognized genetic cause of mental retardation, with an estimated prevalence of 9.2 cases per 10,000 live births in the United States.  Because of the morbidity associated with Down syndrome, screening and diagnostic testing for this condition are offered as optional components of prenatal care. Prenatal diagnosis of trisomy 21 allows parents the choice of continuing or terminating an affected pregnancy. Many studies have been conducted looking at the effectiveness of screening methods used to identify “likely” Down syndrome cases.  One of these tests called “triple test” or “triple screen” is described below:


Alpha-fetoprotein (AFP), unconjugated estriol and human chorionic gonadotropin (hCG) are the serum markers most widely used to screen for Down syndrome.  This combination is known as the "triple test" or "triple screen." AFP is produced in the yolk sac and fetal liver. Unconjugated estriol and hCG are produced by the placenta. The maternal serum levels of each of these proteins and of steroid hormones vary with the gestational age of the pregnancy. With trisomy 21, second-trimester maternal serum levels of AFP and unconjugated estriol are about 25 percent lower than normal levels and maternal serum hCG is approximately two times higher than the normal hCG level.

One study looking at the effectiveness of the “triple test” produced the following results:
	
	Down Syndrome Status
	

	Triple Test

Result
	Down Syndrome
Fetus (
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+

D


	No Down 
Syndrome (
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D

)
	Row
Totals

	Test Positive (
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T

)
	87
	203
	290

	Test Negative (
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T

)
	31
	3869
	3900

	Column Totals
	118
	4072
	4190


Define the following events:
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 = has Down syndrome
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= does not have Down syndrome   
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 = tests positive
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= tests negative

How well does this study suggest the “triple test” perform?  We can use the following conditional probabilities to help answer this question.













Now suppose you are have just been given the news the results of the “triple test” are positive for Down syndrome.  What do you want to know now?  You probably would like to know what the probability that your unborn child actually has Down syndrome.  To answer this question we need to use Baye’s Rule to “reverse the conditioning”. 

Baye’s Rule











This requires that we have prior knowledge about the likelihood of having a child with Down syndrome.  This information is readily available in U.S. from the Center for Disease Control (CDC) which records the prevalence of such things as birth defects and diseases.  In the U.S. for example, it is known that:

· About 1 in 1,000 (9.2 per 10,000) fetuses carried by women under age 30 are afflicted with Down syndrome.

· About 1 in 270 fetuses carried by 35+ year old women are afflicted with Down syndrome. 


Using these we can use Baye’s Rule to estimate the positive predictive value and negative predictive value of the “triple test”.


For women under age 30













For women age 35 or older
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Died 30 days?








Events A and B are said to be independent if
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