[bookmark: _GoBack]Chapter 5:  The Analysis of a Single Numerical Variable

In this chapter we will consider the analysis of a single set of numerical measurements.  The approach and methods used in this chapter are somewhat different as summaries beyond counts and percentages will be necessary.

	Definition

	
Numerical Variable:  A variable, i.e. set of measurements, that are on a naturally numeric scale. 




Consider the following list of data regarind the newborn births.

[image: ]

Questions:
1. Is weight measured on a naturally numeric scale?  


2. Why is Sex of child not a naturally numeric variable?  


3. Would Month be consider naturally numeric?  How about Day?


4. Suppose your friend decides to compute the average for Sex.  What would this average tell us?  Discuss.

For categorical variables, appropriate summaries include counts, percentages, bar graphs, and mosaic plots.  There are a wider variety of summaries that are appropriate for numerical variables.  In particular, numerical variables have several characteristics that are of interest.  In the next section, we will consider the following general characteristics for a single set of numerical variables.

Characteristsics of Interest for Numerical Variables
· Location / Position
· Spread
· Shape
· Outliers / Unusal Observations
5.1: Descriptive Summaries for a Numerical Variable

In this section, we will consider methods used to describe various characteristics of a numerical set of mesurements.

Example 5.1.1  The following data includes snowfall amounts for various weather stations across the state of Coloarado.  These measurements were obtained over several years.  The data also includes monthly breakdown of the snowfall amounts.

[image: ]

Sources: 
· http://www.wrcc.dri.edu/htmlfiles/co/co.sno.html
· http://www.wrcc.dri.edu/summary/Climsmco.html

	Weather Stations in CO

[image: ]
	County Names for CO
[image: ]



A dotplot of the snowfall amounts from the 180 weather stations across for Colorado.

[image: ]


Maps such as the following can be used to visualize snowfall amounts geographically. 

[image: ]

Questions:

5. Recall, data was collected on 180 weather stations across Colorado.  This map shows the outcomes for each of the 64 counties.  What do you think the map did in order to reduce the 180 weater station outcomes down to the 64, ie.. one measurement for each county?  Discuss. 




6. Consider the fact that Larimer County has 11 weather stations and Garfield County only had 2.   
[image: ]

a. Is the average for Larimer higher because it has more weather stations? Discuss.


b. What impact might the number of stations have on the margin-of-error for the average for each of these counties?  Discuss.
Measures of Location / Position

The most common measures of location are for the middle of dataset.  The middle is typically described using one or more of the following:  Mean, Median, and Mode. 

· Mean (or Average):  



· Median: The middle value of a dataset (after the numerical values have been put in order).  If the dataset contains an even number of observations, then the median is the average fo middle two observations.


· Mode: The measurement that occurs most often.

Comment: I have used strikethrough font for Mode as it is not necessarily a good measure of center. In fact, for asymmetric data, the mode is nowhere near the center.


Gettiing these summaries in Excel

In Excel, the mean, median, and mode can be found using the following functions.

	Quantity
	Excel Function

	Mean
	=AVERAGE()

	Median
	=MEDIAN()

	Mode
	=MODE()



Getting these quantities for the CO snowfall data.

[image: ]


When an average is computed for a set of numbers, the information contained in the measurements is reduced or condensed into a single number.  

	

The average is the balance point in the distribution.

	
[image: ]

	Measurements get condensed to an average
	



There are advantages (and disadvantages) to reducing this information down to a single number.  For example, consider the snowfall amounts for the following counties.

Question:  How different are the snowfall amounts in these counties?

[image: ]

If the average of each county is computed, then measuring the amount of difference between the three counties is straight forward.

[image: ]




The median is guaranteed to be the middle value in a set of measurements.  There are 180 measurements in the following dotplot, thus the middle value would be halfway between the 90th and 91st measurement, which is 46.45 inches for the CO snowfall data.

[image: ]


For this particular example, the mean and median are somewhat different.  In fact, the difference between these two measures of center is just about 20 inches (which is a lot considering these relative size of our measurements).

	Mean = 
	64.70 inches

	Median =
	46.45 inches



The average snowfall amount is somewhat larger than median because the snowfall measurements tend to be more spread out in the right-tail of the distribution compared to the left-tail.  Statisticians affectionately say this distribution would have a fat right-tail or upper-tail.

[image: ]

Comment:  There is a natural lower boundary for snowfall amounts (snowfall cannot be less than zero); thus, it might be expected that measurements of this nature have a more substantial right-tail than left.

A single observation may adversely affect the mean.  For example, the most extreme snowfall has a measurement of 274.5.  If this measurement is increased substantially, then the average will be adversely effected. In some sense, each observation is tethered to the mean (the actual measurement is used in the calculation of the mean).  So when a single observation is increased, it will have a direct and adverse impact on the mean. In short, the mean is adversely affected by outliers.

	[image: ]
	Outliers have a direct impact on the formula for the mean.






On the other hand, the median is *not* affected by single observations.  For example, the largest observation can be increased substantially, but it will have *no* impact on the median.  In this sense, the median is less affected by outliers, uneven tails, etc. 

[image: ]


	Excel Tips

	
Naming a range of cells.

A set of cells can be assigned a name.  This name can then be used in functions instead of cell ranges.
[image: ]

This name can then be used in any formula, etc.

[image: ]

Filtering
To Filter in Excel, select Data > Filter.  Each column in your dataset should now include a drop-down arrow.  To select rows for stations in Adams County, CO, select only Adams County from the County drop-down menu as is shown here.

[image: ]

The resulting rows are shown.  Only stations in rows 17, 22, and 126 (row labels shown in blue) are in Adams County, CO.

[image: ]

Note: Formuals do *not* ignore the hidden rows when filtering as been applied.  



Example 5.1.2  The following data includes wind speeds from weather stations in the Western United States. These measurements were obtained over a 10 year.  Once again, this data has been condensed from its orginial form to monthly averages for each weather station. 

Source:  http://www.wrcc.dri.edu/wind-information/

	Wind speeds for 445 weather stations in Western States of US

[image: ]

Question:  Where to build?

[image: http://ts4.mm.bing.net/th?id=H.4578101342243463&pid=1.7]     [image: http://windturbinezone.com/wp-content/uploads/2010/02/wind-farms1.jpg]
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The map above condenses the wind speeds substainitally by computing an average for each state.  If the goal is to find an optimal place to build a wind farm, we should not condense the wind speed data too much. In particular, we should probably consider the average wind speed at each weather station.

Getting the average wind speed for each weather station in Excel can be easily using either the =AVERAGE() function or the PivotTable feature.

[image: ]

Getting the averages using PivotTables with the stacked version of the dataset.

	[image: ]
	The setup for getting the averages
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A dotplot of the average wind speed for all weather stations is provided here.

[image: ]
Questions

7. What weather stations have an average wind speed greater than, say 15?  Use a Filter in Excel to obtain a list similar to the one below. 
[image: ]

8. From the map created above, HI appears to have the largest average wind speed.  How many weather stations in the list above were from HI?  


Consider the following use of an =IF() statement in Excel.  Here, I have created a new variable that identifies weather or not the average wind speed is greater than 10.  This new variable is simple called Greater than 10 MPH?

[image: ]


This new variable was then used to construct the following table and graph.  These summaries include the number and percentage of weather stations in each state whose average wind speed is greater than 10 mph. 

[image: ]

9. Which state tends to have the most weather stations whose average wind speed is greather than 10 mph?

10. Does your answer above agree with the initial map that was drawn?  



General Measures of Location (not necessarily center)

Example 5.1.3  The Census Bureau provies a variety of information at the county level (for all counties across the United States) in it’s State and County QuickFacts datasets.  In this example, we will consider the County level quickfacts data for the state of MN.

Source:  http://quickfacts.census.gov/qfd/download_data.html

In Excel, you can use the Filter option to In the following, I have filtered down to just counties from MN.  An estimate of Household Income is provided in column AG as is shown here.

[image: ]


Percentile:  The pth percentile of a set of measurements is defined to be the point in the data set where p% of the measurements fall at or below.


The income per household for all 87 counties in MN is provided here.

[image: ]

One way to understand percentiles is to determine the percentage of observations less than a particular point.  For example, about 3% of the counties have income levels below $40,000.
	
[image: ]
	

	Income per household
	Percentiles

	$35,000
	0%

	$40,000
	3%

	$45,000
	26%

	$50,000
	64%

	$55,000
	79%

	$60,000
	87%

	$65,000
	89%

	$70,000
	94%

	$75,000
	97%

	$80,000
	98%

	$85,000
	100%




	[image: ]
	

	[image: ]
	



A cumulative density function (CDF) plot is used to display the spectrum of percentiles from a set of data.  Plot the income levels (x-axis) and their respective percentiles (y-axis) below.

[image: ]
An equivalent approach would be to pre-determine certain percentages and then determine the income level for that percentile.  For example, the bottom 10% of the incomes would fall below $43,285.

	
[image: ]
	
	
	Income per household
	Percentiles

	
	$35,307
	0%

	
	$43,285
	10%

	
	$44,472
	20%

	->
	$44,820
	25%

	
	$45,475
	30%

	
	$46,960
	40%

	Median ->
	$47,959
	50%

	
	$49,420
	60%

	
	$51,987
	70%

	 ->
	$52,598
	75%

	
	$55,590
	80%

	
	$66,208
	90%

	
	$83,415
	100%





	[image: ]
	

	[image: ]
	



The CDF plot is equivalent to the one sketched above.

[image: ]

Questions: Use the above table of percentiles and CDF plot to answer the following questions.

1. What is the median income level per household for MN?


2. How could you determine the median from the CDF plot?  Discuss.


3. What is the minimum income level per household in MN?  How about maximum?


4. The CDF plot has a longer tail on the upper-end then on the lower-end.  What does this imply about income levels per household in MN?  Discuss.



5. The CDF plot is fairly steep $45,000 and $55,000.  What does this imply about income per household in MN?  Discuss.



The following stacked dotplots show the income per household for Minnesota, Wisconsin, and Virginia.  

[image: ]

Questions:

6. What difference exist in the income per household across these three states?  Discuss.

7. VA dots are more spread out than MN and WI.  Practically speaking, what does this imply about the income levels across the counties in VA?  Disucss.


As previously stated, the average is used to condense information down so that comparisons can be made.  In some situations, the average may not be sufficient because averages remove the sense of disparity in the income levels. In a sense, computing the averages has condensed the information too much.

[image: ]


In comparison, a CDF plot clearly shows the entire spectrum of income levels.  Putting all three states onto a single CDF plot allows for comparisons to be made across all incomes levels.  For example, we can compare the poor people from each state against other states, and compare the rich people from each state against other states, etc. 

CDF to Compare Incomes
[image: ]

Questions:

8. Consider the poorest people in each state.  In which state is the incomes levels the lowest for the population of people?  Likewise, for which state is the income levels the highest for the richest people in the population?


9. How do the income levels of MN and WI compare?


10. What is an advantage to using the CDF plot to make comparisons?
5.2: Measures of Spread

As previously mentioned, there are additional characteristics of a set of measurements that are of particular interest other than location.  In this section, we will consider the variation, i.e. spread, in a set of numerical measurments. 

Consider Situation 1) which is the dotplot again for Income per Household for the counties in Minnesota. Give a description of the spread in incomes across the counties in Minnesota.  Compare and constrast this description against Situation 2) whose average Income per Household is the same as Situation 1).

	Situation
	Dotplot of Income per HouseholdGraph
	Give a description of variation, i.e. spread, for each situation

	1)
	
[image: ]

	

	2)
	
[image: ]

	




	A variety of terms are used in place of variation for a set of measurements.

	
Disparity:  If a state has high income disparity, then incomes are dissimilar.

[image: ]
	
Volatility: Stocks with high volatility are considered risky as the rate of return is uncertain.

[image: http://www.bigfatpurse.com/wp-content/uploads/Volatility.png]



RANGE

The range is easy to compute and understand; however, the range is very limiting in the information it provides about a set of measurements.  

Range = Maximum Value – Minimum Value


	Range encompasses all the measurements
	

	[image: ]




		
	Income per household
	Percentiles

	
	$35,307
	0%

	
	$43,285
	10%

	
	$44,472
	20%

	->
	$44,820
	25%

	
	$45,475
	30%

	
	$46,960
	40%

	Median ->
	$47,959
	50%

	
	$49,420
	60%

	
	$51,987
	70%

	 ->
	$52,598
	75%

	
	$55,590
	80%

	
	$66,208
	90%

	
	$83,415
	100%







The range is *not* a commonly used measure of variation or spread by statisticians.  There are two main reasons for this.

· Range only uses two observations in the entire dataset
Note: You would never use only two obervations to compute a mean, so don’t do this to compute a measure of variation.

· Range, by definition, is directly and adversely affected by outliers.

	Range only used two observations – all other mesaurements are ignored

[image: ]
	The range would not adequately measure income disparity across all counties
[image: ]



Questions:

1. How many observations from the data set are used in the computation of the range?


2. What is the smallest possible value for the range?  What does it mean if the range is at this value?



INTER-QUARTILE RANGE

John Tukey, the inventor of the box-and-whisker plot, used a quanitity called the inter-quartile range which similar to the range.  

	The Box-and-Whisker Plot
[image: http://tigger.uic.edu/~jlarson/p343/xtra/p343BoxPlot/Box-Whisker.gif]
	John Tukey
[image: https://fbcdn-profile-a.akamaihd.net/hprofile-ak-prn1/c10.10.160.160/378504_116574675127007_14821520_a.jpg]



The inter-quartile range, dentoed IQR, is computed as follows.



	IQR encompasses the middle 50% of the measurements

	
[image: ]



		
	Income per household
	Percentiles

	
	$35,307
	0%

	
	$43,285
	10%

	
	$44,472
	20%

	->
	$44,820
	25%

	
	$45,475
	30%

	
	$46,960
	40%

	Median ->
	$47,959
	50%

	
	$49,420
	60%

	
	$51,987
	70%

	 ->
	$52,598
	75%

	
	$55,590
	80%

	
	$66,208
	90%

	
	$83,415
	100%






Note:  Suppose WI has a smaller IQR value than Minnesota.  The interpretation for WI is that their middle 50% of the data is more similar than Minnesota’s middle 50%.

“DISTANCE-TO-MIDDLE” CONCEPT

The standard approach to measuring spread or variation in data relies on the concept of distance-to-middle.  In particular, a set of measurements that have a smaller total or average distance-to-middle is said to have less spread. 

Consider again the following map which shows the Income per Household for counties across Minnesota.  Counties whose household incomes are near the average are white.  A more instense color indicates a further distance from the average – red indicating income below average and green indicating above.  
[image: ]


For simplicity, consider the five counties from Rhode Island and the following hypothetical incomes levels for each county.

	Data Set A
	[image: ]
	

[image: ]

	Data Set B
	[image: ]
[image: ]
	

[image: ]

	Data Set C
	[image: ]
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[image: ]




A residual is defined to be the distance between a data point and it’s average and is used to measure distance-to-middle.

Residual = Data Point - Average

The residual values for each data point are shown below.  Unfortantely, when residuals values from an entire dataset are summed to compute the total distance-to-middle is 0.  This happens because the negative residuals cancel out the positive residuals. 

	Data Set A
	

[image: ]


	
	Residual

	0

	0

	0

	0

	0

	0




	Data Set B
	
[image: ]
	
	Residual

	-20,000

	0

	0

	0

	20,000

	0




	Data Set C
	

[image: ]
	
	Residual

	-20,000

	-10,000

	0

	10,000

	20,000

	0






Akin to what was done for the Chi-Square test statistic, we can prevent the cancelling out effect when summing the residuals by considering the absolute value of the residuals. 

	Data Set A
	Data Set B
	Data Set C

	
	Residual
	|Residual|

	$0
	$0

	$0
	$0

	$0
	$0

	$0
	$0

	$0
	$0

	$0
	$0




	
	Residual
	|Residual|

	-$20,000
	$20,000

	$0
	$0

	$0
	$0

	$0
	$0

	$20,000
	$20,000

	$0
	$40,000




	
	Residual
	|Residual|

	-$20,000
	$20,000

	-$10,000
	$10,000

	$0
	$0

	$10,000
	$10,000

	$20,000
	$20,000

	$0
	$60,000






The mean absolute residuals (or deviance), denoted MAD, is computed as follows and is one way to measure distance-to-middle.



In addition to using the absolute value of the residuals, the residuals could have been squared to prevent the cancelling out effect when summing the residuals.

	Data Set A
	Data Set B
	Data Set C

	
	Residual
	Residual2

	$0
	0

	$0
	0

	$0
	0

	$0
	0

	$0
	0

	$0
	0




	
	Residual
	Residual2

	-$20,000
	400,000,000

	$0
	0

	$0
	0

	$0
	0

	$20,000
	400,000,000

	$0
	800,000,000




	
	Residual
	Residual2

	-$20,000
	400,000,000

	-$10,000
	100,000,000

	$0
	0

	$10,000
	100,000,000

	$20,000
	400,000,000

	$0
	1,000,000,000







The population variance is defined to be the average distance-to-middle when residual values are squared to alleviate the cancelling out effect described above.



The (sample) variance is used more often than the population variance.  The denominator for the sample variance is adjusted slightly due.  This adjustmen is necessary as only  of the residuals are free-to-vary due to the fact that their sum must be zero.



One issue with the variance is the scale as it is *not* on the same scale as the original data.  To overcome this problem, we can simply take the square root of the variance.  The result is called the standard deviation.


The standard deviation measurement has been computed for each data set provided above.

	Data Set A
	Data Set B
	Data Set C

	

	

	



Consider the following summaries regarding our desire to measure spread as distance-to-middle.
· The range should *not* be used to measure spread in data.
· The mean absolute deviation or standard deviation are acceptable ways to measure spread. The standard deviation is most commonly used by statisticians because of it’s optimal theoretical properties. 
· The mean absolute deviation and standard deviation measurements cannot go below zero.  A value near zero implies less spread and a large value implies more spread. 
· Meauring distance-to-middle is different than a uniform pattern in the data.  For example, the following data is uniform, but has a great deal of spread as measured by distance-to-middle.   
[image: ]

· Provide fictious data points for each of the following situations.


	Original Data
	
[image: ]

	Five new data points with less spread than orginal data
	
[image: ]

	Five new data points with a larger average, but has the same amount of spread as the original data
	
[image: ]

	Five new data points with a larger average and less spread than orginal data.
	
[image: ]




Getting Mean Absolute Deviation and Standard Deviation Values in Excel

Excel has formulas that will automatically compute the mean absolute deviation and the standard deviation for a set of numerical measurements.  These are shown here.

	Mean Absolute Deviation
[image: ]
	Standard Deviation
[image: ]




As previously mentioned, the standard deviation is more commonly used than mean absolute deviation.  A standar deviation can be computed by PivotTables in Excel.

	Getting the standard deviation using PivotTables

[image: ]


	Dotplots for each of these states
[image: ]




Questions
1. Does the fact that these states have a different number of counites adversely affect our ability to make fair comparisons between these states?  Explain.



2. How does the average income compare across these three states?  Discuss.




3. How does the spread in income, i.e. income disparity, vary across these three states?  Which state has the largest amount of income disparity?  Discuss.




4. Consider once again the CDF plots for each of these states.  Does the appearance of this plot agree with your answers for question 2 and 3 above?  Dicsuss.
[image: ]

5.3: Shape in Data

Determining the shape of a data distribution is a very important step in many statistical procedures.  For example, some procedures require that the data distribution be bell-shaped.  Most often, graphical techniques are used to determine the shape of a distribution; however, a few numerical measures exist and will be discussed later.


Graphical Summaries for Shape

Example 5.3:  Consider the NYC_Trees data.  Recall, these data are a sample of tree characteristics from three different boroughs in New York City.  A portion of the data set is shown below.


[image: ]


We will use this example to introduce several graphical techniques for numerical data.


· Dot Plot:  This contains one axis for the numerical variable, and the plot uses dots to represent each measurement in the data set.
[image: ]
Questions:

1. Where are most trees located in terms of Compensatory Value?



2. Notice that a few trees have a somewhat high Compensatory Value. Would you consider any of the trees on the upper end as extreme in terms of their Compensatory Value?  That is, would you consider any of the trees on the upper-end of the distribution as potential outliers?  Explain.



3. Can you determine a cut-off for Compensatory Value so that trees above your cutoff would be considered potential outliers?





· Boxplot:  This displays the quartiles of a data set.

		The procedure for constructing a boxplot is as follows:

· Step 1: Draw vertical lines at Q1, Q2, and Q3.  Enclose these lines in a box.

· Step 2:  Find the lower and upper endpoints (or whiskers as they were originally called):
- The lower endpoint or whisker is the larger of the minimum and    
  (Q1 – 1.5*IQR).

- The upper endpoint or whisker is the smaller of the maximum and    
  (Q3 + 1.5*IQR).

Comment:  Any measurement beyond the endpoint of either whisker is classified as a potential outlier (an extreme observation).



The boxplot shown with the dotplot.

[image: ]


A boxplot is typically drawn without the dotplot as is shown here.


[image: ]

		
		Questions:

1. The median in this boxplot is shifted to the left.  What does this imply about the Compensatory Value of trees in New York City?


2. Notice that Q1 and the endpoint of the lower whisker are very close.  What does this imply about the Compensatory Value of trees in New York City?



3. What do you think the dots on this boxplot represent?  



4. What value does the boxplot use to identify potential outliers?  Does this agree with your outlier rule based on the dotplot? 


Comment:  Some textbooks and software packages, e.g. the default setting in Tinkerplots, use the minimum and maximum as the lower and upper endpoints.  Statisticians do not do this.  The reason is that boxplots are often used to identify potential outliers in a set of data and when the endpoints extend to the minimum and maximum, outliers may be masked. 

[image: ]

· Histogram:  This divides the range of the variable into class intervals for which the frequency of occurrence is represented by a rectangular column.  The height of the column is proportional to the frequency of observations within the interval.

You can think of a histogram as a bar chart for numerical data.  First, classes (or categories) are created.  The histogram then displays the counts of the number of observations that fall in each class (the frequency).  Just like with qualitative data, we can also create a relative frequency histogram by plotting the percentage of the observations that fall in each class.  For example, we could start with our dotplot and divide our data into the following classes.  Then, we can count the number of data points in each class.

[image: ]




The histogram would then be displayed as follows:

[image: ]


The gaps are often removed between the bars to emphasize the fact that the data is numeric and on a continuous scale. 

[image: ]

Questions:

1. Does the information given by the histogram tend to agree with what you saw in the dotplot and boxplot?  Explain.


2. Is it easier to identify outliers from the dotplot, boxplot , or histogram?  Explain.



Comments: 
· Excel can create histograms, but it takes some work. First, the easiest is to use the Data Analysis Toolpak (which is not available anymore for Mac’s).

· When making a histogram in Excel, you should specify the bins.  If this is not done you end up with inappropriate divisions as is shown here.

[image: ]




5.4: Outlier Detection

There are two commonly accepted methods of determining outliers in a set of numerical data.  

· Boxplots

· Z Scores

 Boxplot:  Boxplot of the Compensatory Value of trees from the NYC Tree dataset.



[image: ]

The lower and upper whiskers are computed using

· The endpoint of the lower whisker is the larger of the minimum and  (Q1 – 1.5*IQR).

· The endpoint of the upper whisker is the smaller of the maximum and  (Q3 + 1.5*IQR).

Z Scores:


The standardized value, commonly called a Z-Score or Z-Value, is the most common method of determining outliers. The Z-Score has many uses in statistics: i) used as a measure of position, ii) used to determine if a data value is to be considered an outlier, and iii) used in the computation of a test statistic when completing a hypothesis test.

The standardized value for a particular data value is obtained using the following formula.

[image: ]

Comments:
• A Z-Score measures how many standard deviation a data point is from the mean.

• Each value in a data set has a corresponding Z-Score.

• The smallest value in a data set will have the smallest Z-Score. The largest value will have the largest Z-Score.

• If a Z-Score is negative, then the data value is below the mean.

• If the Z-Score is positive, then the data value is above the mean.

• If the Z-Score is 0, then the data value is the same as the mean.


[image: ]




Getting Z-Scores in Excel… 

	First, we need to get the average and standard deviation of your data.

[image: ]

Next, type in the Z-Score formula in a column next to the data values.  You should use absolute cell referencing for the Average and Std Deviation.

[image: ]


The following shows the data values that are within 1 standard deviation of the average.
[image: ]


The first observations, Birmingham, C.O. AL is only slightly below the average.  Thus, it’s Z-Score is negative and fairly close to zero.

[image: ]


Z-Scores for the first few observations in this dataset. 

[image: ]



Outlier Rule: Any data values beyond 2 standard deviations of the average.  A data value can be an outlier on the upper-side or lower-side.  There appears to be three or four observations that would be classified as outliers on the lower-side and six on the upper-side.


[image: ]


In the following, the dataset is sorted with respect to the Z-Score values.

[image: ]

The smallest Z-Scores are listed first and the largest last here.  

[image: ]


The boxplot and Z-Score approach across to identifying outliers agree for the most part.

[image: ]











7

image3.png




image4.png
MOFFAT
RoutT

RIO BLANCO

GARFIELD

MESA
DELTA

MONTROSE

SAGUACHE

N

IERA
RIO
GRANDE

ARCHULETA L\ CONEJOS.

SEDGHICK]
LGN [ pryuups
MORGAN
o
WASHINGTON
DOUGLS|  ELBERT KT CARSON

LINCOLN
s CHEYENNE
KIowA
CROWLEY
OTERO BENT | PROWERS
1AS ANINAS CEl





image5.png
20 40 60 80 100 120 140 160 180 200 220 240 260 280
CO Snowfall Amounts




image6.png
B
|
-

B

I —

|
|

ﬁ\ I

%

] L

|
|

|
]




image7.png
—— Garfield
Avg=59,n=2

Ve

Larimer
Avg=81,
n=11





image8.png
v w X

Measures of Center
Average =AVERAGE(T2:T181)
64.70

Median =MEDIAN(T2:T181)
45.45

eden SMOBEHFRFEH—
A




image9.png
Average = 64.7

20 40 60 80 100 120 140 160 180 200 220 240 260 280




image10.png
Grand . . .

S| Larimer

Co

Otero o of
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280





image11.png
County

Grand
Larimer
Otero

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280





image12.png
oo 44 44 s

[ 20 40T 60 80 100 120 140 160 180 200 220 240 260 280
Medi

.45




image13.png
Right-tail of distribution is much fatter than left-tail; thus,
the mean will be pulled up compared to median

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280




image14.png




image15.png
o 44 B4

20 407 60 80 100 120 140 160 180 200 220 240 260 280
Median = 46.45




image16.png
G

Wome | Iniet  Pagelyout  Fomuis  Data View | P A
B caton Siwapren
2 copy ~
Pt Fromatpanter B 7 U L i Merge & cent
- Font 3 Aignment
M = £ | omins2)
" d c R[S v
1 Coun

1 AGUILAR 18 WsW. Las Animas County, CO 8.9 16.4
2 AKRON4E ‘Washington County, CO 54 5.3
3 ALAMOSA WSO AP Alamosa County, O 3.8 53
4 ALTENBERN Garfield County,CO 7.4 149
5 ANTERO RESERVOIR park County, CO 54 67
6 ARAPAHOE COUNTY Arapahoe County,CO 69 6.7
7 ARAPAHOE CheyenneCounty,CO 2 45
8 ASPEN1SW County, CO 2658 272





image17.png
v w X

Measures of Center
Average =AVERAGE(Snowfall)
64.70

Median =MEDIAN(Snowfall)
46.45

edes SMOBESRowRH
1054




image18.png
Wb -0l Chapter5_SP14_Part] - Microsoft Word =@ e e
TR T e = Fomar-— WY -@ o T i
- 2 9 A Compress ictures . 2 picture Border - Q) S ronwa 2 atan- | [ g - aE B B @ connectons W cear [T = W E g e
e A [ G == = e e = @ ol (o o | | @ rewscrece- 2] o s oo - Bicrous e 172 a e L & S S ER NP, = B wd el B o
Remove | Cortctions Color Atistic ' o Postion Wrap . o Dwim 23 - From From From FromOther | Bxisting | Retresh 3} son Totto Remove  Data Consolidate Whatif | Group Ungroup Subtotal
Background - = Effects - 4§ Reset Picture - B pidurelayout = |+ fext~ By SelectionPane  ShRotater - Access Web  Text Sources- Connections  Allw = EditLinks % advanced | Columns Duplicates Validation ~ Analysis~ |- -
Adjust Picture Styles. o Arrange. ] Get External Data Connections. Sort & Filter Data Tools. Outline o
& 828 - % -
SN 5 < b | F | o [wlrsx L mnolplalrls]| T | u ac | a | a | a T
& X . o 1] station ID = County [~ Latitul~ | Longitu(- | Elevati{~| _Years | Je~| Fé~| M| A{=| M= |3~ J~|Al-|s(-| O/-| N{-| D[] Totai~
Excel Tips Example 5.1.2 The folloving data includes wind speeds from westher stations in the Western 2| 1 AGUILAR18\%| Sortatoz 37-19-1 -104-57-1 8644 1998-2010 15.7 118 22.1 194 48 0 0 0 03 6 89 164 1054
United States. These measurements were obtained over a 10 year. Once again, this data has 3| 2 AKRONAE (%} satztos 40918 100830 450 1932010 43 41 55 38 02 0 0 0 02 14 54 59 08
been condensed from its orginial form to monthly averages for each weather station. L - - - ; 5 - g g - g
Naming a range of cell 4|3 AlAMOSA Sort by Color ) [37-26:20 -105.51.41 7533 13482010 43 4 56 4 14 0 0 0 01 27 38 53 312
Source: hitp://un arce dri edu/uind-nformation/ 5 4 ATENGERN 39303 1082246 5677 19432010 164 103 1 3 06 0 0 0 0l 12 74 149 626
6| 5 ANTERORES - 335936 -10553.31 8920 19612010 42 53 88 78 28 03 0 0 09 51 54 67 473
Wind speeds for 445 weather stations in Western States of US 7 6 ArapaHoEC U ' s351 6 45 8 51 07 0 0 0 06 37 65 67 422
8 7 ARAPAHOE Text Flters " |38-51-10 -102-10-35 4020 1948-2010 3.5 3.7 39 29 01 0 0 0 0 15 2 45 221
ey e o rmr 9| 8 ASPEN1SW  [Sesrch £)|3911-17 -106-50-10 8056 1980-2010 26.1 27.6 28 20 7.8 0.8 0 0 11 107 268 272 1761
0 W s CEE) 10 9 BALEY 392417 10528-36 7730 19482010 7.2 91 165 149 39 02 0 0 15 65 98 93 79
T S Ay R aoa 11 10 BLACK CANY, 333317 -10741-14 8151 20042010 204 192 214 145 33 0 0 0 14 51 141266 126
e 5 h mommoomenooms 45 oo 12 11 BONHAMRE JAamosa County, O 3969 -107-53-56 9852 1963-2010 32 382 418 241 7.2 03 0 0 13 126 181 357 2113
e 7e m moouscvomie uow 13| 12 BONNYLAKE SRS 393924 10279 3717 1992010 41 42 47 22 01 0 0 0 01 14 21 37 226
Oveysnne County, O 2 S e o o o 14 13 BOULDER [JBaca County, CO 39-59-31 -105-16-0 5484 1948-2010 109 11 178 114 14 0 0 0 13 53 126 116 833
meme o n 15 14 BRECKENRID [lgent County, CO 392910 106235 9580 1948-2010 22 214 248 232 102 15 0 0 34 114 23 233 1642
Question: Where to build? 16 15 BRIGGSDALE DCloouder County, O 40336 1041936 484 1932010 22 16 %6 13 02 0 0 0 02 07 19 31 148
This name can then be used in any formula, etc. 17 16 BRIGHTON e 335637 -10450-10 5016 19732010 5.7 43 78 47 08 0 0 0 04 23 66 65 3.1
18 17 BROWNS PA| =N e T | 40472 -10851-14 5567 20032010 11 36 53 16 05 0 0 0 0 19 25 53 317
u v w X 19 18 BUCKHORN == ‘ — 40-36-57 -105-17-49 7400  1988-2010 15.3 16.5 34.2 352 105 0.6 0 0 3.7 13.6 19.1 164 1651
. 20| 13 BUENAVIST 334529 -1067-39 7346 13482010 S 57 76 54 25 01 0 0 08 27 48 55 401
Measures of Center 21 20 BURLINGTON ~ KitCarson County, CO  39-18-22 -102-15-39 4230 1948-2010 43 3.7 52 29 01 0 0 0 0 12 25 41 24
Average =AVERAGE(Snowfall 22| 21 BYERSSENE AdsmsCounty,CO 39-44-25 -104733 5100 19432010 65 51 S5 54 05 0 0 0 08 3.1 57 57 423
64.70 23 22 CABIN CREEK Clear Creek County, CO 39-39-19 -105-42-32 10020 19682010 13 139 268 251 9.2 14 0 0 3.1 11 159 16 1354
2% 23 cawpO7S 8aca County, CO 37057 1023318 4118 1942010 4 28 4 07 01 0 0 0 0 11 18 46 191
Filtering The map above condenses the wind speeds substainitally by computing an average for each 25| 22 canonaiTy Fremont County, O 3327-36 -105-13-32 5366 13482010 55 62 76 4 03 0 0 0 02 1§ 44 65 365
state. If the goalis to find an optimal place to build a wind farm, we should ot condense the 26| 25 CASTLEROCK DouglasCounty, CO 33-24-33 -104-54.21 6185 13482010 63 7 121 97 1 0 0 0 06 47 75 95 59
To Filter in Excel, select Data > Filter. Each column in your dataset should now include a drop- wind speed data too much. In particular, we should probably consider the average wind speed 27 26 CEDAREDGE3E Delta County, CO 38-54-10 -107-53-32 6809 1996-2010 10.6 9.8 78 25 03 0 0 0 0 05 29 8§ 24
down arrow. at each weather station. 28] 27 CHEESMAN Jefferson County, CO  33-13-13 -105-16-42 6880 19482010 61 7.2 125 10 16 0 0 0 12 43 78 78 585
P 29 28 CHERAWIN Otero County, CO 33654 -103-30-36 4147 1932010 18 08 14 0 0 0 0 0 0 0 05 18 63
o Getting the average wind speed for each weather station in Excel can be easily using either the 30| 23 CHEVENNE WELLS Cheyenne County, CO  33-43-3 -10221-41 4250 19432010 35 31 42 29 04 0 0 0 0l 13 26 31 212
X =AVERAGE() function or the PivotTable feature. 31 30 CIMARRON Montrose County, CO 38-26-39 -107-33-33 7011 19512010 142 124 11 44 05 0 0 0 0 08 76 139 648
b i . T e e e 32 31 CLIMAX Lake County, CO 39-222 -106-11-23 11294 1949-2010 39.9 36 39.9 39.6 19.4 47 0.1 0.1 58 185 32.5 38 2745
8 | Y —— S 33| 32 COALCREEK CANYON Jefferson County, CO 39-53-45 -105-23-5 8950 1994-2010 16.6 17.4 37.3 47 147 12 0 0 43 17.6 158 224 1943
z Dihimniie  u oV o0 oLononon womonon 34| 33 COCHETOPA CREEK Gunnison County, O 38-26-46 -106-45-40 8002 1943-2010 10.6 86 7.1 45 09 0 0 0 0l 16 66 106 506
2l 50k moomctwowws 13 e w76 s 11 @ G e oe o omom 35| 34 COLLBRAN 25W Mesa County, CO 39-14-12 -107-58-47 6009 2000-2010 111 101 7.4 28 08 0 0 0 0 14 82 118 536
s oo R I I S wonowon 36 35 COLORADO NATLMONUMENT Mesa County, CO 39.6-5 -108-442 5781 1348-2010 91 48 46 13 01 0 0 0 0 06 36 75 316
12 sowwrne 37| 36 COLORADO SPRINGS WSO AP El Paso County, CO 38-48-36 -104-41-18 6181 1948-2010 51 46 85 61 12 0 0 0 08 3 48 52 393
Getting the averages using PivotTables the stacked version of the dataset. 38| 37 CORTEZ Montezuma County, CO 37-20-40 -108-35-35 6167 1948-2010 88 67 49 17 0 0 0 0 0 04 24 76 325
N N The setup for getting the averages 39| 38 COSTILLA COUNTY Costilla County, CO 7979 54 5 67 51 1 0 0 0 0 23 54 58 367
3 40 39 crAIGASW Moffat County, CO 40-27-2 -107-35-22 6436 1977-2010 15.1 135 10.9 56 13 0 0 0 03 33 108 132 74
2 ey = ~ 41| 40 CRESTED BUTTE Gunnison County, CO__ 38-52-27 -106-58-35 8865 1948-2010 44.8 376 339 18.3 65 0.5 0 0 12 83 28.4 994 2183 v
3 rowiabels Average o windspeed F—m— T W] bata . Data Stacked 73 K W ]
4 AxtoNARPORTASOS frin
5 ALAMOGORDOAPORT AS05 n o alaaltl
& MaosonsoroLDUANAS o4 = 505 oM

Page:7 of 18 | Wordsi 1300 | B | 2 |

IEEE)

)

41572014





image19.png
A B c D E \
10 station ID County [T Latitu(~| Longitu(-| Elev
1716 BRIGHTON Adams County, CO  39-56-37 -104-50-10 50
22| 21 BYERSSENE Adams County, CO  39-44-25 -104-7-39 51

Adams County,CO  39-53-56 -105-0-48 54

126 125 NORTHGLENN




image20.png
0@ (Njo |0 |&w (N =

A B c D N o
ID__state Station Jan Nov Dec
1 AK  AMBLERAIRPORT AWOS 67 66 64
2 AK  ANAKTUVUK PASS AWOS 89 93 91
3 AK  ANCHORAGEINTLAP ASOS 67 61 61
4 AK  ANCHORAGE-ELMENDORF AFB 73 65 72
5 AK  ANCHORAGE-LAKEHOOD SEA a9 a7 a4
6  AK  ANCHORAGE-MERRILLFLD 32 31 29
7 AK  ANIAKAIRPORT AWOS a9 55 a1




image21.jpeg




image22.jpeg




image23.png
700
750
800
850
900
950

1000

1050

1100





image24.png
i A L L

A B c D E F G H ! ) K L m N o

ID__state station Jan Feb Mar Apr May __ Jun Jul Aug___ sep oct Nov Dec
1 AK  AMBLER AIRPORT AWOS 67 85 79 77 67 53 48 51 61 638 66 64
2 AK  ANAKTUVUK PASS AWOS 89 B 91 86 86 85 81 85 76 82 93 91
3 AK  ANCHORAGE INTLAP ASOS 67 6 75 77 87 82 78 68 71 66 61 61
4 AK  ANCHORAGE-ELMENDORF AFB 73 69 81 76 78 72 68 64 65 67 65 72
5 AK  ANCHORAGE-LAKEHOOD SEA 49 42 58 57 66 63 58 48 53 52 47 a4
P P P ——— . aq a . e - e " aa aa aq Sa

P a
Avg
=AVERAGE(D2:02) =6.6
26
71
71
53
a1




image25.png
Row Labels ~| Average of Windspeed
AKRON AIRPORT ASOS 1224
ALAMOGORDO AIRPORT ASOS. 602
ALAMOGORDO-HOLLOMAN AFB 9.55
ALAMOSA AIRPORT ASOS 7.58
ALBUQUERQUE AP ASOS 855
ALBUQUERQUE-DBLE EAGLE 7.67
ALTURAS AIRPORT ASOS 557




image26.png
'V ReportFiter i Column Labels

i) RowLabels = vaoes
= | [Average o wndspeed





image27.png
15 20

10

Average Wind Speed




image28.png
D N o 3

- Jan[-]| Nov[-| Dec/-| Avg]
194 184 179 156
19 76 1 161
03w »7 189
4 182 173 150
188 183 174 155
07 195 188 167
59 188 28 16
188 12 178 155
07 s 26 12
04 142 146 156
198 204 151





image29.png
LN O AWN R

A B C D N o
ID__ State Station Jan Nov Dec
1 AK AMBLER AIRPORT AWOS 6.7 6.6 6.4
2 AK ANAKTUVUK PASS AWOS 8.9 9.3 9.1
3 AK ANCHORAGE INTL AP ASOS 6.7 6.1 6.1
4 AK ANCHORAGE-ELMENDORF AFB 7.3 6.5 7.2
5 AK ANCHORAGE-LAKE HOOD SEA 4.9 4.7 4.4
6 AK ANCHORAGE-MERRILL FLD 3.2 3.1 29
7 AK ANIAK AIRPORT AWOS 4.9 5.5 4.1
8 AK ANNETTE AIRPORT ASOS 9.2 8.6 9.8
9 AK ANVIK AIRPORT AWOS 7.6 5.9 6.3
10 AK ARCTIC VILLAGE AP AWOS 2.8 2.7 33
11 AK ATKA AIRPORT AWOS 15.1 14.7 14.4
12 AK BARROW AIRPORT ASOS 12.2 13.7 13.1

5

v

DADTED 1C1 ANMP AIDDADT

P

PR

.

P Q
Avg Greater than 10 MPH?
6.6 =IF(P2>10,"Yes","No") = No

8.6 No
71 No
71 No
53 No
4.1 No
5.2 No
7.9 No
5.6 No
4.7 No
13.7 Yes
12.7 Yes
PR, Ve




image30.png
Count of Greater than 10 MPH? Column~

Row Labels ]
AK

Az

cA

co

HI

D

MT

NM

NV

OR

ut

WA

wy

Grand Total

No
6
2
87
2
s
17
1
19
12
27
1
28

13
352

Yes Grand Total

NenuRBRE

oo

ESsuBEREBERRESRE

Count of Greater than 10 MPH?

100%
s0%
0%
70%

0%
s0%
0%
0%
20%
10%

0%

State

AK AZ CA O HI

£

D MT NM NV OR UT WA WY

(Greater than 10 MPH? v
mves

one





image31.png
AE AF At
Per capita income in the past 12 people of
months (in 2011 inflation-

Average household size,

1 County [|staT| 20072011 [-] _adjusted dollars), 2007-2011 [~
1317 Aitkin County, MN MN
1318 Anoka County, MN MN
1319 Becker County, MN_ MN
1320 Beltrami County, MN  MN
1321/Benton County, MN  MN

1322 Big Stone County, MN  MN
1323 Blue Earth County, MN. | MN
1324/ Brown County, MN MN
1325 Carlton County, MN  MN
1396 Carver County. MN MN





image32.png
00006

[ 000s8

[ 00008

[ 000SZ

[ 00002

[ 00059

[ 00009

[ 0008

[ 0000

[ 000St

[ 0000t

[ 000S€

~/0000€

Income per household




image33.png
2
o
£
@
o
3
I
<
e
2
o
E
8
£





image34.png
Income per household





image35.png
Income per household





image36.png
Cumulative Density Plot (CDF) for Income

553

g

§RER

sausoiag

g

£

8

00006%
000'58%
00008%
0005£%
0000£$
000595
00009%
000'55%
00005$
000'st$
0000%%
000'G€$

0000€$

Income per household




image37.png
2
o
<
@
o
3
o
<
w
H
m
H





image38.png
Income per household




image39.png
come per household





image40.png
Cumulative Density Plot (CDF) for Income

00006%
000'58%
00008%
0005£%
0000£$
000595
00009%
000'55%
00005$
000'st$
0000%%

000'G€$

0000€$

EEEEREREREES

sopuaiog

Income per household




image41.png
VA &
° @éo@%%‘és?aﬁ{&:b doeo &8 o

w
MN




image42.png
VA

<

MN

r 0000€}
0000z
[- 00004 b
[- 000004
t 00008
t 00008
[ 00004
00003
ooos
[ 0000

[ 0000€

100002




image43.png
wi

88 %

g

T EEE

sajusaIRgd

000'02T$

000'0TT$

000'00T$

00006%

o00'08$

000'0c$

00009%

00005$

o00'0v$

0000€$

000'0z$

Income per household




image44.png
TR

$50,907
8

Avg=.
()
3
8l
S
 sols

950g,90

00006

00058

00008

000L




image45.png
Avg = $50,907

00006
[ 00058
[ 00008
00054
00004
00059
[ 00009
[ 000SS
|§uoooom
[ 0005
[ 0000

[ 0005€

- 0000€

Income per household




image46.png
Disparity in Income Levels

Below ‘ T Ao

average average
Avg = $50,907




image47.png




image48.png




image49.png




image50.png




image51.gif




image52.jpeg




image53.png
Middle

50%

25%

25%

00006

[ 000S8

[ 00008

[ 0005

[ 00002

[ 00059

[ 00009

[ 0008

[ 00008

[ 0000%

[ 000S€

- 0000€

IQR




image54.png
Providence |





image55.png
T T T T
$30,000 $40,000 $60,000 $70,000




image56.png




image57.png




image58.png
o
T T T T
$30,000 $40,000 $50,000 $60,000 $70,000





image59.png




image60.png
o L] LJ L] Ld
T T T T T
$30,000 $40,000 $50,000 $60,000 $70,000





image61.png
$30, 000 $40 000 $50,000 $60 000 $70 000




image62.png
20,000 away ! 20,000 away
[}
L
o

T T T T T
$30,000 $40,000 $50,000 $60,000 $70,000





image63.png
20,000 away | 20,000 away

10,000 away_ , . 10,000 away
o Ty e—
o ° () (] o

$30,000 $40,000 $50;EOOO $60,000 $70,‘000




image64.png
$20,000 $30,000 $40,000 $50,000 $60,000 $70,000 $80,000




image65.png
$20,000 $30,000 $40,000 $50,000 $60,000 $70,000 $80,000




image66.png
o ;e W N

Income

$30,000
$40,000
$50,000
'$60,000
$70,000

Mean Absolute Deviation in Excel
=AVEDEV(A2:A6)
$12,000




image67.png
o ;e W N

Income
$30,000
$40,000
$50,000
'$60,000
$70,000

Standard Deviation in Excel
=STDEV(A2:A6)
$15,811




image68.png
Row Labels|-T| n Average
MN 87 $50,907
VA 134 $52,465
wi 72 $49,089

Grand Total 293 $51,173

Standard
Deviation
$9,570
$19,215
$8,293
614,620




image1.png
N s W N e

A B < b E s "
-Male, Parents
D Name 2=Female) weight (grams) Married Mother Age Month _Day
1 Jackson 1 2554 Yes 28 7 6
2 Sophia 2 270 Yes 31 1 14
3 Ethan 1 2667 No 27 8 29
4 Oliva 2 2923 Yes 31 2 3
N E— o ann . i N o




image69.png
A = “ o = i e " ! ES
Diameter at
Breast Tree Foliage  Canopy Compensatory
Common Name _Native _Borough _ Condition Height (cm) Height (m) Age (yrs) Density (%) Area (m2) _Value ($)

DR DS e @ N e n s wN S

American Elm __YES  Staten Island_Excellent 795 274 120 2896 6838
American Elm  YES  Staten Island  Good 23 6.1 16 105 936
American Elm  YES  Manhattan  Good 76 64 13 73 155
American Elm  YES  Manhattan  Good 102 64 14 187 276
American Holly ~ YES  StatenIsland  Good 28 55 187 1215
American Holly ~ YES  StatenIsland  Good 271 52 123 1299
Apple NO Statenlsland  Good 50.7 16 493 un
Ash YES Statenlsland  Good 203 91 31 493 975

Ash YES Statenlsland  Poor 203 6.1 22 636

Ash YES Statenlsland  Good 229 85 701 1125

Ash YES Statenlsland  Good 203 134 572 975

Ash YES Statenlsland  Good 178 134 532 843

Aok YEG [ Ser i ot P PES o asn

2R
33 RRB88ERAS

BRBRR




image70.png
5 8

1 oed
kst
0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000 22000 24000
‘Compensatory Value

Soe o - e ..





image71.png
|

O
Bl Ll

&. : e e @ «° o
T T T T T T T T T 1
4000 6000 8000 10000 12000 14000 16000 18000 20000 22000 24000
Compensatory Value

* &
T





image72.png
e @

@ @

* @

T
2000

4000 6000

8000

10000 12000 14000
Compensatory Value

T
16000

18000 200

22000 24000




image73.png
* o

®

4000 6000 8000 10000 12000 14000 16000 18000 20000 22000 24000

2000

0

Compensatory_Value




image74.png
196 38 34 30 13 3 2 1 1 1

s oo - . . .

02499 25004999  5000-7499  7500-9999 1000012499 1250014999 1500017499 1750019999 20000-22499 [22500-24999)
Compensatory Value





image75.png
HiHEEE EEEE S S R R E N

A

Compensatory value _Count

B

0-2499
2500-4999
5000-7499
7500-9999

10000-12499

12500-14999

15000-17499

17500-19999

20000-22499

22500-24999

rRrrvoR 8RRl

Histogram of Compensatory Value





image76.png
Count

250

200

150

100

Histogram of Compensatory Value

2500 5000 7500 10000 12500 15000 17500 20000
Compensatory Value

22500

25000




image77.emf

image78.png
7s _ Data Point — Average
core = o ndard Deviation




image2.png
00 N O ! AW N

A L:] < b E F G Hit[J]K]LM|NJO|P|Q R S
D station ID County Latitude Longitude Elevation Years Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 AGUILAR 18 WsW Las Animas County, O 37-13-1 -104-57-1 8644 19982010 157 11.8 221 194 48 0 0 0 03 6 89 164
2 AKRON4E Washington County, CO_ 40-9-18 -103-8:30 4540 1948-2010 43 4.1 55 38 02 0 0 0 02 14 54 59
3 ALAMOSA WSO AP Alamosa County, CO 37-26-20 -105-51-41 7533 1948-2010 43 4 56 4 14 0 0 0 01 27 38 53
4 ALTENBERN Garfield County,CO 39-30-3 -108-22-46 5677 1948-2010 164 109 81 3 06 0 0 0 01 12 74 143
5 ANTERO RESERVOIR Park County, CO 38-59-36 -10553-31 8920 19612010 4.2 53 88 78 28 03 0 0 09 51 54 67
6 ARAPAHOE COUNTY Arapahoe County, CO 5351 6 45 8 51 07 0 0 0 06 37 69 67
7 ARAPAHOE Cheyenne County, CO 38-51-10 -102-10-35 4020 1948-2010 35 3.7 39 29 01 0 0 0 0 15 2 45
o | ASDEN 1 S b e 281117 e cn1n| mcr  1amnaninl 2= 11976 2 | an | 98 lngl ol 0 111107 9cnl 979




image79.png
wwﬂmwbwm_!

NORTH LITTLE ROCK, AR
EUREKA CA.

A B C
Location State _Sunshine (%)
BIRMINGHAM C.O_AL AL 57
BIRMINGHAM AP AL AL 58
MONTGOMERY. AL AL El
ANCHORAGE, AK AK 4
JUNEAU, AK AK 30
NOME, AK AK 42
FLAGSTAFF, AZ Az 78
PHOENIX, AZ Az 85
TUCSON, AZ Az 85
YUMA, AZ Az %0
FORT SMITH, AR AR 61
LITTLE ROCK, AR AR 62
AR 72
CA

51




image80.png
AT

A
Location

B

State _Sunshine (%)

C

BIRMINGHAM C.0_ AL
BIRMINGHAM AP AL
MONTGOMERY, AL

ANCHORAGE, AK

AL
AL
AL
AK

57
58
58
4

F G H

Average =AVERAGE(C2:C163)
Std Deviation =STDEV(C2:C163)




image81.png
‘Sunshine - Microsoft Excel = @ =

[EEIE R

DM ore | mset moclomt  fomiss  Oua  Reiew  Vew  Adsws e roweruat c@o@n

| SiwnapTet General B S | Nomal Bad Good i E“""’S""" o )
: == | @ :

paste B U oA 5 Merge & Center % 5 | % | Conditionsl Fomat T Insert Delete Format —

 Format Painter R & vers s Formatting - as Table QClear~  Fiter- Select~

Clipboard. 5 Font Alignment Number Styles cells Editing

] sum - % v £| Hcse52)/5653

A B ] [ Do 1 E F [ H [ J K L M N [ P Q R = T [ v
1 Location State _Sunshine (%) ___ ZScores
2 [BRMINGHAN C.O_AL (C2:5652/5G53] Average] 60.284]
3
4 MONTGOMERY, AL
5
6
7
8
9

S g
33 Copy ~

T AN

BIRMINGHAM AP AL Std Deviation|, 10.117,
ANCHORAGE, AK

JUNEAU, AK
NOME, AK
FLAGSTAFF, AZ
PHOENIX, AZ
10 TUCSON, AZ
11 YUMA, AZ
12 FORT SMITH, AR
13 LITTLE ROCK, AR
14 NORTH LITTLE ROCK, AR
15 EUREKA, CA
16 FRESNO, CA
17 LOS ANGELES CO., CA
18 REDDING, CA
19 SACRAMENTO, CA
20 SAN DIEGO, CA
21 SAN FRANCISCO CO., CA
DENVER, CO
'GRAND JUNCTION, CO
PUEBLO, CO
HARTFORD, CT
WASHINGTON NATL AP, D.C.
APALACHICOLA, FL
JACKSONVILLE, FL
KEY WEST, FL
MIAMI, FL
PENSACOLA, FL
TAMPA, FL
ATLANTA, GA
MACON, GA
'SAVANNAH, GA
HILO, HI HI
HONOLULU HI HI
KAHULUL, HI HI
LIHUE, HI HI
BOISE, ID D
POCATELLO, ID )
CAIRO,IL I
CHICAGO,IL I
MOLINE, IL I
PEORIA, IL I
W+ n| Sunshine /By Month " ¥J 0Kl I Y|

. D[l

Q8888028000 ERRRREREEER

o
°

2213l

AR 2R RS E88 288333583 RBIBIIAIIV2SRRICEEES

EESEEE88URRRE8LSBBNERRERN





image82.png
Average =60.28

Std Dev = - 10.12 Std Dev = +10.12

s88s a8 of
7 80 85

Sunshine




image83.png
Z Score

57 — 60.28

10.12
—0.32

Sunshine

70

75

80

85




image84.png
A B C D
Location State _Sunshine (%) _ZScores

BIRMINGHAM C.O_AL AL 57 032
BIRMINGHAM AP AL AL 58 02
MONTGOMERY. AL AL El 02
ANCHORAGE, AK AK 4 91
JUNEAU, AK AK 30 299
NOME, AK AK 42 81
FLAGSTAFF, AZ Az 78 175
PHOENIX, AZ Az 85 244
TUCSON, AZ Az 85 244
YUMA, AZ Az %0 294
FORT SMITH, AR AR 61 007
LITTLE ROCK, AR AR 62 017
NORTH LITTLE ROCK, AR AR 72 116
1 IDEKA A o 1 oo




image85.png
Less than 2
standard deviations
below the average

More than 2
standard deviations
above the average

ZScore < -2.0 ZScore >2.0
e} 8 .i ® o
30| 35 85 90

Sunshine




image86.png
Wid9- o

Review  View  Addins

Chapterd_SULL - Microsoft Word

@ = @9

o O rome et raeivon

Formulas | Data | Review

PowerPivot

Sunshine - Microsoft Excel

;:Zy TimesNewRom 12+ A" A" | Aav | B T+ 4aBBCel AaBDC:
Pt romatpaimter| B U 7 abe X X' | A~ W - A E] Emphasis  Heading 1 Stong  Subtitle
Ciipboard Font Paragraph =
&t o == | Swoptet (General
@ conr - .
ey comatrunes | B L X~ | B EEE|FEE Evegeacete- | $ - % o |
Cipbors font 3 stgnment Nomber
H SuM ~ (X v f| =(c2:$652)/5683
” A B[ oo e T F [ 61
1 Location Stste_Sunshine (%) ZScores
e m——— |
3 BIRMINGHAM AP AL AL
& |MONTGOMERY, AL A
& |ancHORAGE Ak e
4 A B | Cc | D |
1 Location State _Sunshine (%) Z-Scores
2 BIRMINGHAM C.O_AL AL 57 -0.32
3 BIRMINGHAM AP AL AL 58 -0.23
4 MONTGOMERY, AL AL 58 -0.23
5 ANCHORAGE, AK AK 41 -1.91
6 JUNEAU, AK AK 30 -2.99
7 NOME, AK AK 42 -1.81
8 FLAGSTAFF, AZ AZ 78 175
9 PHOENIX, AZ AZ 85 244
10 TUCSON, AZ AZ 85 244
11 YUMA, AZ AZ 90 294
12 FORT SMITH, AR AR 61 0.07
13 LITTLE ROCK, AR AR 62 0.17
14 NORTH LITTLE ROCK, AR AR 72 1.16
15 [FIIRFKA CA ca a1 na

AaBbCdl 4azbce. AQB AdBbca sazscer

. BRB G

p—

AaBbCcl AaBbCei AABBCC

Editing

) @ comnections

BB

Textto

Remove
Columns Duplicates Valdatio

Consolidate Whatf
Analysis = | -

2

Group Ungroup Subtotal

8 properies
From From From FromOther | Exsting | Refresh 2] son
[g Select~ | Access Web Text Sources~ Comnedtions | Al 2 EditLinks
Get bxternsl Data Connections
& 02 HG =(2-5652)/5683

State _Sunshine (%) _Z-Scores

"
=
=
=
il
=

Q8882080000 ERRRREREREEE

o
°

ggempamnama

57 032
58 023
58 023
4 191
30 299
42 181
7% 175
8 244
8 244
%0 294
61 0.07
62 047
72 116
51 092
79 185
73 126
88 274
78 175
68 076
66 056
69 0386
7 1.06
7% 155
56 042
56 042
66 056
6 027
7% 155
70 096
60 0.03
66 056
60 0.03
66 056
62 047
4 191
7 1.06
67 066
58 023
6 037
64 037
61 0.07
54 062
55 052
56 042

[Cocoyient ][~ ][~ (o] @)y domposhesrs
soon oo

Valves

smallest to Largest

+ 4> | Sunshine /By Month

6@o® R

. Do





image87.png
A B C D

1 Location State _Sunshine (%) _ZScores
2 [JUNEAU, AK AK 30 299
3 |MT. WASHINGTON, NH NH 3 27
4 |QUILLAYUTE, WA WA 33 270
5 [ELKINS, WV wy 40 200
6 /ANCHORAGE, AK AK a1 91
7 HLO, HI HI a1 91
8 [NOME, AK AK 42 181

156 FRESNO, CA cA 79 185

157 RENO, NV n 73 185

158 EL PASO, TX b 84 234

159 PHOENIX, AZ az 85 244

160 TUCSON, AZ Az 85 244

161 LAS VEGAS, NV n 85 244

162 REDDING, CA cA 88 274

163 YUMA, AZ AZ 90 294




image88.png
o 8 o800 088§§8§!§§§lili‘iiii:i!i.i:!i: L I

Sunshine




