


= Pass information from one person to another without any outside
party knowing what the information is
Away to encrypt information is called a cipher
The more difficult the cipher is to decrypl, the more protected
information is
There are ways to combine different types of ciphers to achieve more
protected information
The method of combining ciphers together results in a “Lock and
Key." model

+ Cryptography’s purpose is 1o restrict information to a group of
peopie and keep the information hidden from third parties.

« Ways 1o encrypt a message
are called ciphers
These ciphers use modular
arithmetic and matrix
operations
A message called plaintext is
encrypted using an encipher.
The key used to encrypt is the
same used to decrypt

The common ciphers that have been in use for centuries are easily
broken on their own.

These ciphers are easy to break but if two are combined, the more
difficuit it is to break them

Definitions of Ciphers

1. Shift ciphers: The letters of the alphabet
are shifted a number, n. This is an
algebraic system, not random

2 Substitution ciphers: Similar
to the shift cipher, except the
assignments of the numbers
requires no pattern. Even though it
seems random, it is still a chosen
configuration.

3. Playfair cipher: This cipher uses a

5x5 matrix of letters to encode a

message that as been broken up into

two letter pairs

4. Block cipher: This cipher uses an nxn matrix with a non-zero
determinant to encrypt a message

Classical Cipher Protection
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Lock and Key Method 1: Playfair Cipher and Shift Cipher
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- Apply the Playfair cipher by splitting plaintext
inte pairs, find numbers using the table. Use
matrix to encrypt the numbers and convert to
latters using the table
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2. Apply encryption

matrix below.

3. Use the additive

inverses mod 26 to

add encryption

encryption matlrix = l

encryption macriz of additive inverses in T, ”I

186 5 227

14 1 15 8 8

4. Matrix of the letters matching the
additive inverses is the ciphertext

5. To decrypt it, one has to work backwards
6. The person for whom the message is
intended would have prior knowledge of
how to decrypt it

7. In this case the lock and key would be
the Playfair matrix and the additive inverses.

é
Lock and Key Method 2: Substitution and Block Cipher

The lock is a substitution and key will a 4x4 encryption matrix B.
Plaintext: WINONA STATEX.
Find the letter substitution for the plaintext, convert to numbers
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. Use an encryption matrix 8 to encryption matrix A,

. Reduce mad 26.

. Find letter counterparts of the resulting numbers

Methods, continued.
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5. This last matrix is the encrypled message lo be sent between two paaple
6. The lock Is the substitution and the key is the encryption matrix
7. To decrypt i, one would just have to work backwards. in the foll
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Note: the encryption matrix 8 must be invertible i.e. th
zero. Also, since this lakes place in the integers mod2
integers in an matrix

Ideas For Further Research

1. Linear Operators — The encrypti: natrix woL
using concepts of inje; ty. fvity, and bije:

. Eigenvalues/Eigenvectors — U: diagonalizatio
Into three square matrices. Th X starting

ere can

have a determinant of zero,

Homomorphic Encryption — encryption using thi
homomorphisms. Operations performed on a ¢i
encrypted message, which when decrypted will

Iusions

Due to the Internet, classical cryg
could decrypt a relatively simple
Since nearly everyone uses the int
inform

raphy is not ver
her very quick! ‘,
net, the need t tect personal
ion has grown

Cryptography has become more scientific rather than creative
The objective of cryptography has not changed

While working in classical cryptography, combining two (or po:
ciphers works for keeping information restricted

This is a concept that could cross over to modern cryr

ssibly more



Semiparametric Regression for Manufacturing Data

Kristin Mara

Co Researchers: Samantha M

One of the approaches t model the smooth fu
approximate it by adophing adequate basis functions.
function by trus

on Ity a nanparametric model is to
We approximated the smooth

ed polynomial basis with degree 2, which contains the polynomial basis
and the splines canstructed by knots. The function is than estimated by woll-known
methods such as ordinary least squares, penalized spline and linsar mixed model
regression. Wa propasa our version of Bayesian panalized spline rogression, which
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fata set that we knew how it was

Approach

Ordinary Least Squares

Penalized Spline

Linear Mixed Model

Bayesian Penalized Spline (non-informative prior)

Bayesian Penalized Spine (informative prior)

U RING DATA.

a sel, we finally ha

AIC
4.541667
4.536191
4.536197
4.548832
4.512195

he 100!s 1o work with the

t of Bayesan pansized

Approach

Ordinary Least Squares -6.933534
Penalized Spline -6.936578
Linear Mixed Model -6.936503

Bayesian Penalized Spline (non-informative prior)
Bayesian Penalized Spine (informative prior)

CONCLUSIONS

We found that when dealing with a semiparametric model for
of tha maethods gave approximately tha same result. Looking between
and the informative prior for § o saw very similar results

-6.929622
-6.929623
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Overview

2 Goal: predict the genotype proportions of future
generations

< Useful for limiting undesired genes, or increasing
beneficial genes in future gencrations

< For example, these methods could be used to limit
the occurrence of certain genes associated with
diseases in future generations of a given
population; or they could be used to increase genes
in livestock and crops that would help maximize
food production

Main Objective

€ Using Markov Chain matrices to predict future
genotype proportions of a population for both
autosomal and X-linked genetic inheritance

Autosomal Inheritance

< Each parent can either pass down a dominant
allele, a form of gene, (e.g. “G”) or a recessive
allele (e.g. “g™). If a dominant allele is paired with
a recessive allele, the dominant phenotype will be
expressed

£ We chose 1o always have at least 1 parent with the
dominant gene, thus we are simulating the
extinction of an undesired recessive gene.

% Punnett Square Table below summarizes all
possible genotype combinations of an offspring for
some gene “G™

Parents’ | Offspring | Probability

| Genotype | Genotype |

GG-GG ‘ GG |

i 2

L b Bl GY

GGGe | GG

Gg

Gg

GG-gg GG |
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< The probabilities from the Punnett Square Table
are put into a transformation matrix “A™

1 =5 B
A= [0 S0 1
0 0 0

[
i

orolohnn

|

*» We use the following equation to predict future
genotype proportions
Xy = A"Xgy (Daddel, Genetics)
= Where Xand X, are the genotype proportions of
the nth gencration and beginning generation
respectively.

Shertcut Mcthod

< We use the following for computing A", when
matrix A is diagonalizable:

A" = PD"P~1(Daddel, Genetics)

% The columns of matrix P are formed by using the
eigenvectors of matrix A, D is the diagonal matrix
where the diagonal elements are the ¢igen values
of A

% Suppose we know dominant allele “G” is
associated with increased crop production and we
want to determine the genetic proportion of the
10 generation of crops (X1p). given that the initial
genetic proportion of the crop population is:

WP L ¢ 1
;o(., ;G‘q.and 799

1/4 51 s )
Then Xy = |[1/2| andA=]0 5 1

1/4 0 0

A0 = pplop-1
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Now that we have A*°, we can solve X, AKX,
1 1 14l n Thus 100% of the
Xio = [(I 0 ul 1/2| «{p 10th generation
0. crops will have the
desired "G g

a0 1/4| 1o

X-Linked Inheritance

% 40% of the genes found on the X chromosome are
associated with diseases (Thomson),

% X-linked differs from autosomal
because the female determines two alleles and the
male determines only one. A male receives only
one X chromosome (XY) while a female receives
two (XX)

inheritance

Xinked recessive, carmier mother

W Unaftocted
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son
< We chose to have at least | parent with the
dominant gene in order to simulate the extinction
of a recessive X-linked disease
%+ The genotypes in the left column are the offSpring
and the top row are the parenting phenotypes.
[xr] X | xy
XK XX | Xx
0: | These proport

} represented as
1/4
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